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1 IntroductionThe problem of cancer classi�cation has clear implications on cancer treatment. Additionally,the advent of DNA microarrays introduces a wealth of genetic expression information for manydiseases including cancer. An automated or generic approach for classi�cation of cancer or otherdiseases based upon the microarray expression is an important problem.A generic approach to classifying two types of acute leukemias was introduced in Golub et. al.[3]. They achieved good results on the problem of classifying acute myeloid leukemia (AML)versus acute lymphoblastic leukemia (ALL) using 50 gene expressions. They selected these 50genes from 6817 genes in the DNA microarray based on the training set. Their approach toclassi�cation consisted of summing weighted votes for each gene on the test data, and looking atthe sign of the sum.We constructed Support Vector Machine (SVM) classi�ers [7] for this problem. Our motivationwas that SVMs have performed very well for a wide variety of classi�cation problems [6] includingmicroarray data [1]. We achieve better results than Golub et. al. without any feature selectionstep. We classify using all 7129 genes (the dataset contains 7129 genes including some controlgenes). The output of classical SVMs is a class designation �1. In this particular applicationit is important to be able to reject points for which the classi�er is not con�dent enough. Weintroduced a con�dence interval on the output of the SVM that allows us to reject points with lowcon�dence values. It is also important in this application to infer which genes are important forthe classi�cation. In appendix A we describe preliminary work on a feature selection algorithmfor SVM classi�ers.2 Classi�cation ResultsThe data consisted of 38 training samples and 34 test samples. Each sample was a vectorcorresponding to 7129 genes. Each element in this vector is a log10 normalized expression value.This means that the expression level of each gene is normalized by the sample mean and varianceof the training set and the logarithm is taken.In Golub et. al. the top 50 \informative" genes were selected and used for the classi�cationproblem. We generated 4 data sets using 7129 genes, the top 999 genes, the top 99 genes, andthe top 49 genes using the same criteria. Their criteria was the following. For each gene look atthe statistic: P (j) = �����1(j)� ��1(j)�1(j) + ��1(j) ����; (1)where j is the gene index, �1 is the mean of class 1 for gene j, ��1 is the mean of class �1 forgene j, �1 is the standard deviation of class 1 for gene j, and ��1 is the standard deviation ofclass �1 for gene j. The genes are then ranked in descending order according to P (j) and thetop values correspond to \informative" genes.Golub et. al. classi�ed 29 of the 34 test data correctly. The remaining 5 were rejects and ofthose 2 were errors.2.1 Classi�cation Without RejectionsLinear SVMs were constructed using vectors of 49, 99, 999 and 7129 gene expressions. The SVMwas trained on the 38 points in the training set and tested on the 34 points in the test set. The1



output of the SVM on the test set is a real number, d, that gives the distance from the optimalhyperplane. In standard SVMs, classi�cation depends on the sign of d.The training set was perfectly separable, meaning 100% accuracy in classifying the trainingdata. A leave-one-out estimator on the training data also gave us 100% accuracy. The test setperformances ranged from 0 to 2 errors for the data sets, see table (1). See �gure (1) for the dvalues for the test data. genes errors7129 1999 099 049 2Table 1: Number of errors in classi�cation (without rejections) for various number of genes withthe linear SVM.Using nonlinear SVMs (polynomial kernels) did not improve performance. This would seem toindicate an additive linear model on the probability of gene expressions given a class.2.2 Classi�cation With RejectsTo reject points near the optimal hyperplane for which the classi�er may not be very con�dentof the class label we introduced con�dence levels based on the SVM output, d. These con�dencelevels are a function of d and are computed from the training data.This allows us to reject samples below a certain value of jdj because they do not fall within thecon�dence level. Introducing con�dence levels resulted in 100% accuracy for all four cases andbetween 0 and 4 rejects, depending on the data set, table (2). Figure (2) plots the d values forthe test data and the classi�cation and rejection intervals.genes rejects errors con�dence level jdj7129 3 0 � 93% :1999 0 0 � 95% :0899 2 0 � 95% :0849 4 0 � 93% :165Table 2: Number of errors, rejects, con�dence level, and the jdj corresponding to the con�dencelevel for various number of genes with the linear SVM.The computation of the con�dence level is based on a Bayesian formulation and the followingassumption for SVMs: p(cjx) � p(cjd):We can rewrite p(cjd) as p(cjd) / p(djc)p(c):For our problem, we assume p(1) = p(�1) and that p(dj1) = p(�dj � 1) this allows us to simplyestimate p(jdj jf1;�1g). We make the previous assumptions so that we only have to estimateone con�dence level based upon jdj rather than two con�dence levels, one for class 1 and one forclass �1. 2



We use the leave-one-out estimator on the training data to get 38 jdj values. We then estimatethe distribution function, F̂ (jdj) from the jdj values. This was done using an automated non-parametric density estimation algorithm which has no free parameters [5]. The con�dence levelC(jdj) is simply C(jdj) = 1� F̂ (jdj):Figure (3) is a plot of the con�dence level as a function of jdj for the four cases. If we look atthe d for the two classes separately we would get two con�dence levels, �gure (4).2.3 Removal of Important Genes and Higher Order InformationWe examined how well the SVM performed when the most important genes according to criteria(1) were removed. We also examined whether higher order interactions helped when importantgenes are removed.Higher order statistics seem in fact to increase performance when the problem is arti�cially mademore di�cult by removing between 10 and 100 of the top features. Above this high order kernelshindered performance. This result is consistent with the concepts of generalization error whichthe SVM algorithm is based upon. When the data is less noisy the advantage of the exibilityof a more complicated model outweighs the disadvantage of the possibility of over�tting. Whenthe data is noisy these aspects are reversed so a simpler model performs better. SVM performedwell until 999 features were removed (see table (3)).2.4 Treatment Success vs. FailureAnother problem addressed was prediction of treatment failure for a subset of the AML data.There were only 15 examples for this problem so we used the leave-one-out procedure to estimatethe performance. We performed at chance level, 8 errors out of 15 points.2.5 T vs. B cells in Acute Lymphoblastic LeukemiaThere were two key subclasses of the ALL case, those that arose from T-cells and B-cells. Weused a linear SVM to predict these two subclasses.For this problem we used the same training set of 33 examples as Golub et. al. did. On leave-one-out estimates they classi�ed 32 out of the 33 examples and rejected 1 example. This wasthe case whether they used the 50 or 200 most signi�cant genes. For the same leave-one-outestimate we classify 32 or 33 examples correctly depending on whether we use all 7129 genes orthe 999 most signi�cant genes, table (4).The results were the same when we performed a leave-one-out estimate on all 47 B-cell vs. T-cellcases. When all features are used 46 out of the 47 examples are classi�ed and 1 is rejected. Usingthe top 999 features we classi�ed 47 out of 47 examples.3 ConclusionA linear SVM classi�er with a rejection level based upon con�dence values performs well forboth the AML vs. ALL and B vs. T cell classi�cation problems. The prediction of failure vs.success of chemotherapy was at chance level. This performance was achieved without any gene3



genes 1st order 2nd order 3rd orderremoved10 2 1 120 3 2 130 3 3 240 3 3 250 3 2 2100 3 3 2200 3 3 3300 3 4 4400 4 4 4500 4 4 4600 4 5 5700 3 3 3800 3 3 3900 3 4 71000 3 5 61100 4 6 61200 5 6 71300 7 8 81400 7 7 71500 7 7 8Table 3: Number of errors as a function of the order of polynomial and the number of importantgenes removed. genes rejects errors con�dence level7129 1 0 � 95%999 0 0 � 95%Table 4: Number of errors, rejects, con�dence level, for 7129 and 999 genes for the B vs. T cellproblem with the linear SVM.selection. It was also shown that the SVM classi�er remained accurate even when the 1000 mostsigni�cant genes were not used in the classi�er. The fact that a linear SVM did as well as apolynomial classi�er (when either all genes of the top genes are used) supports the assumptionof Golub et. al. about the additive linearity of the genes in classi�cation in this case. We expectthat advantages of nonlinear SVM classi�ers will be more obvious in more di�cult problems inwhich interactions of several genes play a signi�cant role.
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A Classi�cation With Gene SelectionFeature selection has two purposes in this problem: it can be used to improve generalizationperformance and to infer which genes are relevant in discriminating the two types of leukemias.In preliminary work we formulated a feature selection algorithm within the context of a SVMclassi�er. The basic principle is to rescale the input space such that the margin in feature spaceincreases subject to the constraint that the volume feature space remains constant throughoutfeature rescaling steps.The SVM classi�er has the following formd(x) = nXk=1�kK(x;xk) + b (2)where n is the number of support vectors and K(x;xk) is the kernel function. Feature selectionuses the following iterative algorithm. First the standard SVM functional is minimized: givenpoints fx1; :::;x`g in IRh the following functional is minimized with respect to ��X̀i=1 �i + 12 X̀i;j yiyj�i�jK(xi;xj) (3)subject to C � �i � 0 ; X̀i=1 �iyi = 0:Then the following functional is minimized with respect to the diagonal matrix P (with elementspf ) 12 X̀i;j yiyj�i�jK(Pxi;xj) (4)subject to pf � 0 ; hXf=1 g(pf) = N;where N can be interpreted as the number of expected features and imposes the constant volumeconstraint. The function g(pf) = p2f for linear and Gaussian kernels due to the properties of themapping from input space to feature space [2], for polynomial kernels the function is morecomplicated but is analytic. Functional (4) is minimized using gradient descent with projection.Once the P is computed, the features corresponding to the top m elements are retained reducingthe problem from IRh to IRm. A SVM classi�er is now constructed using the training data inIRm. One can iteratively minimize functionals (3) and (4) to select features and maximize themargin. For details and extensions of this algorithm see ([4]).We applied this algorithm to the leukemia data. With a linear SVM classi�er we achieved 100%performance with no rejects on the test set using the top 40 genes selected. We were able toclassify 32 of the 34 cases correctly using 5 genes.
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examples(c) (d)Figure 2: Plots of the distance from the hyperplane for test points (a) feature vector of 49 (b)feature vector of 99 (c) feature vector of 999 (d) feature vector of 7129. The + are for class ALL,the o for class AML, the � are mistakes, and the line indicates the decision boundary.
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(c) (d)Figure 3: Plots of the con�dence levels as a function of 1=jdj estimated from a leave-one-outprocedure on the training data for (a) feature vector of 49 (b) feature vector of 99 (c) featurevector of 999 (d) feature vector of 7129.
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