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Abstract. Automatic Essay Scoring promises to scale up student feed-
back on written input, addressing the excessive cost and time demand
associated with human grading. State-of-the-art automatic scorers are
based on Transformers-based neural networks. While such models have
shown impressive results in reasoning tasks, learned models often pro-
duce answers that arise from statistical clues in datasets and are mis-
aligned with human objectives. Such systems are thus potentially fragile
for scenarios where users are incentivized to deceive the system, as in a
classroom setting. In this work, we evaluate the susceptibility of state-
of-the-art automatic scorers to attacks made by non-expert users, such
as students interacting with an automatic grader. We develop a method-
ology to simulate such student attacks and test them against scorers
based on BERT, Phi-3 and Gemini models. Our findings suggest that (i)
a BERT-based grader can be deceived using simple feature-based attacks;
(ii) although Google’s Gemini has a solid agreement with graders, it can
assign undeservedly high grades for small sentences; (iii) a Phi-3-based
grader was less susceptible than BERT, but it still assigned relatively
high grades to some of our attacks.

Keywords: Automatic Essay Scoring · Adversarial Attack · Natural
Language Processing

1 Introduction

Automatic Essay Scoring (AES) systems ease the burden on teachers while
enhancing student learning by providing meaningful, timely and personalized
feedback [32]. The technology is currently mature enough to be employed in
high-stakes standardized exams such as the GRE and TOEFL [3,5].

Like many Machine Learning based solutions, AES systems are prone to
malicious usage and are sensitive to spurious correlations in the training data
[22]. This is particularly relevant in educational and scoring settings, where users
might be motivated to exploit the system’s vulnerability, and where a correct
prediction for the wrong reason might be as harmful as an incorrect prediction.
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Unintended uses of predictive systems are known in the Machine Learning
literature as adversarial attacks [21]. The more recent literature cares specifically
about attacks that are carried out by changing an existing input in a human
imperceptible way and such that the prediction shifts towards or away from
some desired target value [13,44]. For example, in AES that might amount to
determining words or expressions in an essay that, if changed, maintain the
text’s overall characteristics as perceived by a human while leading the predictive
model to raise the score significantly. Such attacks usually require knowledge
and access to the system’s characteristics. Thus, they are usually difficult to be
performed by regular users of AES systems.

A more straightforward approach is the universal attack, which consists of
finding input-unrelated rules that cause the predictive model to increase scores.
For example, it has been noticed that essay length is a good predictor of essay
quality [26]. A malicious user can exploit this fact by appending unrelated text
to an essay to increase its score. Such an attack does not require deep knowledge
of the system and can be formulated by repeated use.

Designers of AES systems have long been aware of the pitfalls of malicious
usage. For instance, authors have discussed whether to remove certain predictive
features such as text length in order to improve the system’s robustness against
attacks [42]. The matter is complicated by the fact that textual features are often
correlated, so that removing a feature might hurt performance without actually
making the system less susceptible to attacks.

Following the trend in Natural Language Processing, state-of-the-art AES
systems are based on Transformer deep neural networks [27]. While in principle
such models can learn rich representations and enable logical and commonsense
reasoning, there is evidence that learning algorithms and spurious correlations
in data often lead to predictions being based on simple statistical cues [43];
hence such systems might be as exposed to attacks as traditional feature-based
systems.

In this work, we investigate whether Transformers-based AES systems
are susceptible to universal adversarial attacks that might occur in a
classroom setting. In particular, we consider a fictitious (but realistic) case
where users (i.e., students) interact with the system by submitting an essay
(input) and receiving a score (the output), while having no knowledge of the
predictive model being used (including parameters, derivatives, etc.). The hypo-
thetical system is non-adaptive (i.e., no learning after deployment) and students
use the system repeatedly (e.g. grading different essays along the academic term
or being able to submit an improved version) and share information about usage
among themselves. Given that cheating in the classroom is prevalent [20,41],
some students are expected to exploit any vulnerability to improve their grade
without necessarily improving the quality of their texts.

To simulate how such non-expert users might learn vulnerabilities, we train
an interpretable predictive model (a linear regressor) based on handcrafted fea-
tures and select the most predictive features to compose attacks, such as insert-
ing lists of adjectives of adverbs, employing more adjectives and adverbs than
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usual, and repeating the same sentence multiple times. The rationale is that by
repeated interaction and information sharing, users might develop a simplified
model of the system’s inner work and use such a model to come up with such
simple attacking strategies.

The effectiveness of the attacks is evaluated with respect to BERT, Phi-3
and Gemini-based AES systems on a benchmark of human annotated (Brazil-
ian) Portuguese essays [34]. We show that all models are vulnerable to simple
attacks.1 For example, on a scale of 0 to 1000, where higher numbers are better,
the BERT and Phi-3 based models assigned, respectively, 800 and 560 points to
a universal attack (i.e., a fabricated essay) based on repeating a generic conclu-
sion employing many adverbs and adjectives. The Gemini-based model showed
resilience against attacks based on repetition, but for instance assigned a rel-
atively high score of 640 points to an essay consisting of only a small list of
adjectives.

In the rest of the document, we present related work in Sect. 2, discuss our
methodology in Sect. 3, and show the experimental results in Sect. 4. We conclude
with a summary and final remarks in Sect. 5.

2 Related Work

The evolution of AES systems mimics that of other NLP tasks. The initial sys-
tems were based on handcrafted features, which had limited predictive power and
require extensive expertise to be designed [32]. Those systems were incrementally
superseded by systems that learned representations directly from data. First, by
approaches that extracted shallow representations such as word embeddings [37].
More recently, by approaches that learn representation by deep models such as
Transformer neural networks [27].

Several AES systems for (Brazilian) Portuguese have been proposed, mostly
focusing on grading essays in the format required for the Brazilian national
entrance exam (ENEM) [2,4,12,15,28,34]. An early work used words as fea-
tures of a Näıve Bayes [4]. Subsequent approaches ranged from defining hand-
crafted features to combining word-embedding with Recurrent Neural Networks
[2,15,29]. Our study intersects with the existing literature by evaluating the per-
formance of previously unused models, specifically the Phi-3 and Gemini-based
graders. Our goal is not pursuing high agreement, but presenting how suscep-
tible these novel models are to adversarial attacks. A recent work compared
several (Brazilian) BERT-based graders [34]. We incorporate these models into
our study, alongside new state-of-the-art models, for comparative analysis.

Different AES systems were assessed based not on their QWK performance,
but rather on their oversensibility and overstability [21]. The authors investigated
how perturbations in the input affected the models’ output. The ASAP challenge
dataset [18] was used to test five models, ranging from a feature-based to a
BERT-based grader. They found that, except for the feature-based and one of

1 The models are available at: https://github.com/kamel-usp/aes enem/.

https://github.com/kamel-usp/aes_enem/
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the word-embedding-based, all models were overstable. Moreover, increasing the
disturbance percentage lead to increased standard deviation in the grades. Their
work investigated whether adding, removing or changing content of an essay
caused it to be graded differently. This can be seen as students rewriting their
essays after grading. Our scope is different, for they do not consider universal
attacks, and we consider ill-intended attacks that could be done by students with
minimal effort.

Without any scenario restrictions, there are possibly infinite adversarial
attack setups. We rule out possible attacks by restricting ourselves to a very
specific scenario. Firstly, students do not have access to any parts of the model,
so they are not allowed to attack the embedding space [16], the gradient [11], nor
the calculated features, to name a few. Secondly, they do not know the underly-
ing model, which prevents them from using the pre-trained version of the model
to generate attacks, such as [25]. Lastly, the students are not too invested in
breaching the system, so attacks such as [14,40] are not applicable. The first
requires (possibly) testing combinations of the whole vocabulary used by the
tokenizer of the underlying model. This is ruled out of our scenario as they do
not have access to this information, some models do not have a vocabulary, and
Gemini’s vocabulary has 256k tokens, so it would require at least this many
attacks. Similarly, the second attack requires changing the whole essay to have
the same word, which results in a massive number of needed attacks. Thus, the
attack we devise here is much closer to what one could expect to happen at a
classroom level and has not been used yet in the literature.

The task of Automatic Short Answer Grading (ASAG) is very similar to AES,
the difference is that, instead of (long) essays, its input is a relatively small text.
Adjectives and adverbs have already shown to be useful to cheat ASAG systems
based on Transformers, such as BERT and T5 [13]. The scenario of their study is
similar to ours. The differences are: they are concerned with generating answers
that cannot be identified by humans, and that their labels are: correct, incorrect
or contradictory. By inserting adjectives and adverbs in the sentences, they could
fool the models to change the answer from incorrect to correct between 8 and
22% of the cases. Showing that they are strong candidates to fool the model.
Additionally, their investigation found that humans did not find the adversarial
examples suspicious, but they were not natural either.

To evaluate the robustness of available models against such adversarial
attacks, we rely on the LMSys benchmark [9] to choose candidates. LMSys is
a comprehensive benchmarking platform designed to evaluate the performance
of large language models across a wide array of tasks, including natural lan-
guage understanding, generation, and interaction. By providing standardized
evaluation metrics and diverse benchmarks, it enables a consistent comparison
of model capabilities, thus serving as an invaluable resource for researchers and
developers. As of the current date, the 10 best-ranked models available there
are proprietary and cannot be easily fine-tuned due to their restricted access.
Among the available ones, Nemotron [31] and the top-performing models from
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the Llama family [39] are notably expensive to run, limiting their practicality
for widespread use.

In contrast to this trend, there is a growing interest in “Small” Language
Models, such as Llama3-8B and the Phi-family [17]. The Phi-family has recently
released the Phi-3 models [1], which include three distinct model sizes: 3.8B
(Phi-3-mini), 7B (Phi-3-small), and 14B (Phi-3-medium). These models, despite
their smaller size, are claimed by the authors to outperform some proprietary
models, such as GPT-3.5, in various tasks.

We chose the Phi-3 model for our research due to its open-source nature,
which allows for easier access and adaptability. Additionally, the Phi-3 model
was trained exclusively on English data and has not been extensively tested in
other languages. Our study aims to evaluate the performance of the Phi-3 model
using Portuguese-only data, contributing to the understanding of its capabilities
and limitations in multilingual contexts.

The GPT family (Davinci, 3.5 turbo and 4.0) have been tested in AES and
ASAG. The authors of [30] showed that the Davinci model could achieve 0.38
QWK in the TOEFL dataset, while linguistic features could achieve almost 0.6
QWK. GPT 3.5 and 4.0 were used to grade short answers in Finnish [7]. The
conclusion was that the models could not be directly employed and that they are
more lenient than human graders, assigning fewer failing grades. While OpenAI
models are the most famous, their cost is prohibitive, thus we explore here the
usage of Gemini’s free API and how resilient it is against adversarial attacks.

3 Methodology

We start by selecting the ENEM-AES dataset and pre-trained models [34], which
are easily accessible through Hugging Face API. Essays in this dataset are eval-
uated according to five difference criteria, or competencies, and separated pre-
dictors have been trained for each specific criterion. We use the BERT-base
Ordinal model available for each competence, as they are relatively small and
achieve high performances. Additionally, we used the splits available using the
“propor2024” parameter.

We also used the scikit-learn package [33] to train, for each individual com-
petence, a Linear Regressor that uses 72 features calculated by the open API of
NILC-Metrix [24]. These features are interesting because they calculate various
linguistic levels of written language, such as the ratio of a certain part of speech,
how ambiguous the words are, text length, Flesch score and others. Although
they might be far from what the ENEM guiding book states that are being eval-
uated, they might relate closer to what the neural models are evaluating. For
this grader, as we did not optimize any hyperparameters, we joined the training
and validation split to increase the number of training samples. As this model
outputs a real number and the ENEM grades are in steps of 40, we round it to
the closest allowed grade.

For fine-tuning a Large Language Model, we chose to fine-tune a Phi-3-
medium model, balancing model size with our available hardware. Although
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smaller than some other models, it still demands significant computational power
for training. We had access to an NVIDIA GPU RTX A6000, and we applied sev-
eral optimizations for fine-tuning [35], including Gradient Checkpointing, Flash
Attention V2 [10], and LoRA [19].

The available model is instruction fine-tuned.2 During our tests, we found
it necessary to pass an instruction to the system role before prompting a given
essay. The prompt structure is shown in Fig. 1.

Fig. 1. Prompt-structure used for each Concept fine-tuning through Phi-3.

In this structure, CONCEPT SYSTEM is a placeholder for the competence being
fine-tuned (e.g., ENEM Competences that vary from 1 to 5), and essay example
represents the essay we are interested in fine-tuning.

To define the concepts, we copied the definitions directly from the ENEM
2023 Student’s Reference manual3, which provides clear instructions on how each
grade is applied.

Following these optimizations, we added a sequence classification head to the
existing model and fine-tuned it according to the hyperparameters outlined in
Table 1. It is noteworthy that these models were instruction fine-tuned through
supervised fine-tuning and direct preference optimization for English conversa-
tions. Fine-tuning capabilities for languages other than English were not inves-
tigated prior to the completion of this study [1]. We found it interesting to
notice an ability of the final Phi-3 to generalize and outperform models that
were trained solely on Portuguese data—the prior model based on BERTimbau
[36].

Finally, we employ Google’s Gemini chatbot. We chose Gemini over Chat-
GPT because Gemini offers a free API. The current model available is the Gem-
ini 1.5 Flash [38]. Its size and training set are not publicly disclosed, so we can
only speculate about its dimensions. According to the LMSys Leaderboard [9],
it is ranked near the LLama3 70B model, suggesting it has at least 70 billion
parameters. We do not train this model; we use it exclusively through its API.
Additionally, we did not employ any prompt engineering techniques, instead
applying a zero-shot learning process [6,8,23], as we only asked it to grade the
essays using the ENEM criteria. However, the model produces grades that do
not follow the 40-point step, so we round the numbers according to the same
criteria as the Linear Regressor.
2 Specifically, microsoft/Phi-3-medium-128k-instruct on the Hugging Face Hub:

https://huggingface.co/microsoft/Phi-3-medium-128k-instruct.
3 https://download.inep.gov.br/publicacoes/institucionais/avaliacoes e exames da

educacao basica/a redacao no enem 2023 cartilha do participante.pdf.

https://huggingface.co/microsoft/Phi-3-medium-128k-instruct
https://download.inep.gov.br/publicacoes/institucionais/avaliacoes_e_exames_da_educacao_basica/a_redacao_no_enem_2023_cartilha_do_participante.pdf
https://download.inep.gov.br/publicacoes/institucionais/avaliacoes_e_exames_da_educacao_basica/a_redacao_no_enem_2023_cartilha_do_participante.pdf
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Table 1. Phi-3 Fine Tuning Hyperparameters

Hyperparameter Value

Warmup steps 10

Gradient Checkpoint True

Num train epochs 12

Learning rate 5e–5

Weight decay 0.01

BFloat16 use True

LoRA Attention Dimension 256

LoRA Alpha Scaling 32

LoRA Dropout 0.15

LoRA Task Type Text Classification

LoRA Target Modules All Linear

Using these graders, we test them—except for the BERT one, as its per-
formance has already been published in [34]—and compare them against the
baselines. Then, we use the weights of the Linear Regression to identify the
relevant features. Finally, we use them to create possible universal adversarial
attacks that students could create.

There are no limits to the number of adversarial attacks that can be created.
In our investigation, we restricted ourselves to a scenario where (1) the students
do not know the underlying AES system; (2) they do not have access to any
part of the system except for an interface where they can type the essay and see
their final score; (3) students can share their intuitions with each other; (4) they
do not want to properly write the essay, but still they want the best possible
grade. Having these restrictions, we devise some attacks and test them against
all graders.

4 Experiments

We now discuss the empirical findings of our investigation.

4.1 Testing the New Models

The first step before devising our adversarial attacks is comparing the perfor-
mance of an interpretable model against the neural ones. We train the models
presented in the previous section, namely a Linear Regressor (LR), a Phi-3 and
a Gemini-based grader. Their performances, measured in Quadratic Weighted
Kappa (QWK), are presented in Table 2 and compared against the BERTs avail-
able and presented in [34].

The first thing to notice is that their sizes have different orders of magni-
tude, but the performances are still not that distant. The Linear Regressor was
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Table 2. Performance comparison of different automatic graders, as measured by
QWK.

Model Size C1 C2 C3 C4 C5

LR 72 0.23 0.40 0.47 0.34 0.22

Phi-3 14B (≈ 892M Trainable) 0.46 0.35 0.52 0.29 0.61

Gemini ≥70B? 0.41 0.40 0.40 0.36 0.35

BERTs 110M–330M 0.29–0.37 0.23–0.37 0.42–0.50 0.28–0.42 0.26–0.53

expected to have the worst performance across all competences, but it happened
only in two out of the five. When it had the lowest performance, it was only by
a margin of 0.07 and 0.04 compared to the BERT baseline. The similar perfor-
mance to the others may point out that the neural models are exploring simple
features of the essays.

The Phi-3 model performs best in three competences, with a surprising 0.61
in the fifth competence. Notably, this model loses twice to the Linear Regression
model, but it is always at least competitive with the BERT baseline.

Finally, Gemini is the largest model, with an unknown size and training set.
It drew with the Linear Regressor for the best performance in Competence 2
and had the worst performance in Competence 3. In general, this model is the
most stable one, with performances between 0.41 and 0.35. Its relatively poor
performance must be seen with a grain of salt, as it is the only model that was
not fine-tuned to actually grade the essays.

Having shown that the performances between the different Transformers-
based graders are not that different from the Linear Regressor, we check which
features receive the largest weights. The names of the five more important (pos-
itive) features are presented in Table 3. Although named with a different pat-
tern, adverbs and verbs are features that measure the ratio of such parts of
speech. Content words and Function words also account for the ratio of words.
The former aggregates nouns, verbs, adjectives, adverbs, and discourse markers.
The latter accounts for articles, conjunctions, interjections, numerals, pronouns,
prepositions, conjunctive and subordinating adverbs. Related to the previous
two, content density is the ratio of content words to functional words. Finally,
cau neg conn ratio is the ratio of negative causal connectives.

Competences 1 to 3 have the same set in the same order, which does not
match what is expected from the official grading, as each competence is supposed
to evaluate a different aspect of the text. Competence 5 has the same set as the
previous three but in a different order. Competence 4 is supposed to evaluate the
proper usage of connectives, so having function words and cau neg conn ratio
between the top 5 makes sense.

With this information, we can assume that students will come up with intu-
itions like (1) it is important to have a lot of adverbs, as it is the most important
feature in 3 competencies, it is part of the top feature in competence 4 and is
the third most important in competence 5; (2) it is important to have a lot
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Table 3. The four most important features for each competence according to the
Linear Regressor.

Competence 1 Competence 2 Competence 3 Competence 4 Competence 5

adverbs adverbs adverbs content words adjective ratio

adjective ratio adjective ratio adjective ratio function words verbs

noun ratio noun ratio noun ratio cau neg conn ratio adverbs

verbs verbs verbs content density noun ratio

of adjectives, as it is the most important in one competence, the second most
important in three, and part of the top feature in the other.

4.2 Defining the (Universal) Adversarial Attacks

Bearing the previous intuitions in mind, we can devise three goals: increase the
number of adverbs, increase the number of adjectives, and increase both. We
consider that although the feature is the ratio of such classes, it is not trivial to
identify that the importance is the ratio and not the total number.

To increase the number of one of the classes, we can consider some strategies,
such as (a) writing a list of words belonging to this class, (b) copying and pasting
the previous list so that it becomes similar to the four paragraphs structure;
(c) similar to the previous, but with more copying and pasting and using a
memorized sentence that uses many of the desired part of speech.

We have 3 goals, and each goal can be reached by 3 strategies, so we can
define 9 adversarial attacks:

Attack 1a: We devise a list of adverbs, such as: “Well, badly, enormously,
smally, certainly, wrongly, rapidly, slowly, fairly, unfairly”.

Attack 1b: We repeat the previous list four times, one in each paragraph.
Attack 1c: We create a sentence that uses more adverbs than usual, such

as: “Undeniably, progressing slowly, leisurely, carefully, silently while deeply
breathing and thinking intensively about the given problem”, copy it 10 times
in each paragraph, in 4 paragraphs.

Attack 2a: We devise a list of adjectives, such as: “Good, bad, big, small, best,
worst, right, wrong, last, first, fair, unfair”.

Attack 2b: We repeat the previous list four times, one in each paragraph.
Attack 2c: We create a sentence that uses more adjectives than usual, such as:

“The constant and innovative development of modern technology has brought
significant and deep changes to this issue, creating diverse and thrilling oppor-
tunities for a more promising and sustainable future.” then we copy it 10 times
in each paragraph, in 4 paragraphs.

Attack 3a: We concatenate the sentences of 1a and 2a.
Attack 3b: We repeat the previous list four times, one in each paragraph.
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Attack 3c: We create a sentence that uses more adjectives and adverbs than
usual, such as: “Consequently and undeniably, the constant innovative devel-
opment slowly and progressively brought some significant and deep changes
to constantly needed problems”, then we copy it 10 times in each paragraph,
in 4 paragraphs.

4.3 Testing the Attacks

We now use the sentences created for each attack and submit them to the models.
The grades assigned by each model are displayed in Table 4. Schools in Brazil
usually require students to get at least 6 or 7 to be approved, so we can assume
that an adversarial student would be happy with getting a 600 or higher with
the lowest possible effort, and this will count as fooling the model.

Table 4. Grades assigned by all models, in all competences, to each attack.

Att. Model C1 C2 C3 C4 C5 Total Att. C1 C2 C3 C4 C5 Total Att. C1 C2 C3 C4 C5 Total

1a LR 200 200 200 200 0 800 2a 200 200 200 200 0 800 3a 200 200 200 200 0 800

BERT 120 80 40 120 0 360 120 80 40 120 0 360 120 120 40 120 0 400

Gemini 120 120 80 120 120 560 120 120 120 120 160 640 120 80 80 120 120 520

Phi-3 0 40 40 0 0 80 80 120 40 0 0 240 80 40 40 0 0 160

1b LR 200 200 200 200 0 800 2b 200 200 200 200 0 800 3b 200 200 200 200 0 800

BERT 120 120 80 120 0 440 120 120 80 120 0 440 120 120 120 120 0 480

Gemini 80 80 80 80 80 400 80 80 80 80 80 400 80 40 40 40 80 280

Phi-3 80 120 80 120 0 400 80 120 120 120 0 440 80 120 80 120 0 400

1c LR 200 200 200 200 200 1000 2c 120 200 200 200 200 920 3c 200 200 200 200 200 1000

BERT 160 160 160 160 0 640 160 160 160 160 0 640 160 160 160 160 40 680

Gemini 40 40 0 40 40 160 0 0 0 0 0 0 40 0 0 0 0 40

Phi-3 80 120 40 80 0 320 80 40 40 80 0 240 80 40 40 80 0 240

We can see that our simplest attacks, the ones with suffix a, are sufficient
to fool a simple Linear Regressor on all but the Competence 5. This is not
surprising, as the attacks were defined according to most correlated predictor
variables. Changing from one sentence to four paragraphs (i.e., changing an
attack from type a to type b) did not increase the score, while changing from
type b to type c did improve the score. We note that either changing from
type a to type b or from type b to c leads to a significant increase of the text
length. The number of words and paragraphs are features available to the model
and have a positive coefficient, so increasing them naturally increases the grade.
Additionally, as this Linear Regressor has a limit of 2k words, it is easy to get a
full grade by increasing certain word frequencies.

More interestingly, the BERT grader was not completely fooled by the sim-
plest attacks; it assigned attacks 1a and 2a with 360 points, and attack 3a with
400 points. This suggests that BERT-based predictors are either sensitive to
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diversity in parts of speech or that their inner representation considers word fre-
quencies. Changing from attack type a to b increased scores, which could point
to the fact that BERT is sensitive to the four paragraph structure—this could
be further emphasized by Competence 3’s scores going up. But since BERT does
not have a token for line break, it is not clear whether that effect is due to the
presence of longer sentences or due to the increased word frequency. Finally, we
see that going from attacks of type b to c resulted in an increase of 200 points.
This was the only attack that received a score above zero in Competence 5 with
this model.

Gemini, on the other hand, seems to recognize attacks that increase essay
length. The simplest attacks 1a and 2a were assigned scores of 560 and 640
points, respectively, by this model, which are relatively high and way higher
than expected. However, the relatively longer essays produced by attacks of
type b received lower scores, showing that the Gemini is sensitive to repetition.
This is further evidenced by the fact that is assigns only 40 points to attack 3c,
which is the one with most repetitions. This model was the only one to identify
one attack (2c) and it almost identified attack 3c.

Finally, the Phi-3-based model was the most resilient to the simplest attacks
od type a. Even though attacks 1a and 2a are very similar, the model was more
sensitive to the latter one. Attack 3a, which somehow combines attack 1a and
2a) received an intermediary score, suggesting that the model is not composing
the representation to produce scores. Phi-3’s tokenizer has a token for the line
break, which can make it sensitive to the four paragraphs structure. This appears
to be the case, since attacks of type a received smaller scores than attacks of
type b. Finally, the attacks of type c, which are based on repetition of sentences
were not as effective as the attacks of type b which are based of repetition of
lists. We highlight that Phi-3 achieved the highest QWK score for Competence
5, across all models and competences, and was not fooled by any attack—that
is, it scored all attacks with a zero.

Seeing that Competence 5 is the one that most often receives a zero, it is
possible to imagine that students would try to target it. The fifth competence is
responsible for evaluating the conclusion. Accordingly, we devised the Attack 4
based on the previous results: a sentence that resembles a conclusion using adjec-
tives and adverbs, namely: “Consequently, it is up to the fair and democratic
Federal Government to rapidly approve laws that rapidly reduce the occurrence
of these horrendous problems. Following, the dear Brazilian population must
abide by the undeniable laws, and the fast police must arrest those that com-
mitted any inhuman crime”, copied in 7 paragraphs. The grades assigned by
each model for this attack are presented in Table 5.

Surprisingly, the Linear Regressor was the only grader not deceived in the
fifth competence. Nonetheless, the model as a whole assigned 800 points, a high
score. The grade can be further boosted by adding more repetitions and thus
achieving a perfect score.

As intended, the BERT grader assigned a high grade in Competence 5,
demonstrating that it is not only using word frequency. Still, this attack uses a
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Table 5. Grades assigned by each model when grading the Attack 4.

Attack Model C1 C2 C3 C4 C5 Total

4 LR 200 200 200 200 0 800

4 BERT 160 160 160 160 160 800

4 Gemini 40 40 0 40 40 160

4 Phi-3 160 120 120 120 40 560

lot of words, which could cause lead to other competences receiving high scores.
It is noteworthy that when trained, this grader did not have access to many
training instances of perfect grade, which causes it to rarely (if ever) assign 200
points in a competence. Thus, 800 points is the highest possible grade in this
method, which means that it was completely deceived by this attack.

If Gemini is sensitive to repetition and we repeat the same sentence 7 times,
then we would expect a low grade assigned by this model. That is exactly what
happens. The zero assigned in Competence 3 is rounded from 20. In our rounding
we always round down, but maybe systems used in classrooms would round up
to motivate students. If we had rounded it up, this attack would have been the
attack based on repetition that fooled Gemini the most. As an additional test
made only for this grader, we tested asking it to grade only the first paragraph
of Attack 4; it assigned a total of 440 points.

Finally, this attack was the one in which Phi-3 assigned the highest grades,
for the first time assigning points in the fifth competence. Overall, Phi-3 was
more resilient than BERT and the Linear Regressor but less than Gemini. This
might suggest that being an order of magnitude pays off by having higher-level
features. Nonetheless, the grade assigned by this model was surprisingly high.

5 Conclusion

In this work we investigated whether Transformers-based Automatic Essay Scor-
ers are susceptible to universal adversarial attacks that might occur in a class-
room setting.

To simulate realistic student behavior, we trained a Linear Regressor based
on standard NLP features to predict scores, then used the most important fea-
tures to craft simple essays that should receive low scores according to grading
guidelines yet might fool statistical AES systems. Such essays varied from simple
list of adjectives and adverbs to repetitions of template texts unrelated to the
required prompt.

We found that the BERT-based grader is susceptible to both long sentences
and to the presence of adjectives and adverbs, similarly to reported in the liter-
ature [13].

The Gemini-based grader was the only model to completely identify an
attack, meaning that it assigned 0 to such essays (as a human grader would). The
more repetition an essay had, the lower was the score assigned by that model.
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This contrasts with the BERT-based model, which assigned higher scores to
longer (and more repetitive) texts. Despite that relative improvement, this type
of model still assigned undeserving high grades to most of the attacks. This is
aligned with the findings of the ChatGPT-based grader [7], which found that
the model was more lenient than a human-grader. It is however interesting to
note that this model assigned the highest score to essays consisting only of a list
of adjectives or adverbs.

The Phi-3-based model, which is the best performing model for most com-
petences, performed similarly to the other models. In particular, it was more
susceptible than Gemini to an attack that included a unrelated but sensible
template conclusion to essay. This is in line with findings that fine-tuned models
improve performance at the expense of being more susceptible to attacks [40].
Interestingly, although the model was originally trained only texts in English
and fine-tuned with texts in Portuguese, it achieved the best performances, even
when compared to models trained exclusively with Portuguese texts.

This work shows that even sophisticated AES systems can be fooled by sim-
ple attacks, which should be of great concern to real-world systems deployed.
Future work should better investigate whether standard techniques such as data
augmentation and loss function shaping can mitigate such an effect.
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